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Abstract—A globally constant sound speed of 1540 m/s is often
assumed when beamforming ultrasound images, despite varia-
tions in tissue properties that lead to different sound speeds. As
a result, a globally constant sound speed that is not representative
of the majority of local sound speeds can degrade image quality,
resulting in inaccurate target depths, sizes, and shapes, thus
reducing the overall effectiveness of diagnostic and interventional
ultrasound imaging. In this paper, we developed a more general
coherence-based optimization method to estimate sound speed
that can be applied to both coherent and incoherent targets
in ultrasound images with plane wave transmissions. Sound
speeds that produced minimum values of the lateral full-width
at half maximum (FWHM) of point targets and the contrast of
anechoic targets were considered optimal. Our method estimated
sound speeds that deviated from optimal values by 5-10 m/s.
Our approach was benchmarked against a speckle brightness
maximization approach, which achieved deviations of 57-160
m/s from the optimal sound speed values. The lower deviations
with our approach resulted in a 46%-63% improvement in
lateral FWHM and 1.09 dB contrast enhancement relative to
the corresponding results of the speckle brightness maximization
method. The proposed approach has the potential to improve
accuracy in diagnostic and interventional ultrasound imaging.

Index Terms—Sound speed estimation, spatial coherence, ul-
trasound beamforming, tissue characterization

I. INTRODUCTION

In ultrasound beamforming, where the sound speed is often
unknown, a default speed of 1540 m/s is commonly assumed,
as this approximates the average velocity of ultrasound wave
propagation in soft tissue [1]. However, the sound speed can
vary significantly across different tissue types due to varying
tissue properties [2]. The mismatch between the assumed and
actual sound speeds can lead to degraded image quality, as well
as inaccurate target depths, sizes, and shapes, which further
decreases the accuracy and effectiveness of diagnostic and
interventional ultrasound imaging [3], [4].

Previous work has employed various tissue-specific param-
eters to estimate sound speeds for ultrasound image formation,
such as maximizing speckle brightness [5] or minimizing
speckle size [6]. Sound speed errors of these speckle-related
methods arise when the amplitude of a speckle region is
maximized while other targets do not appear significantly
changed or the selected regions have different tissue structures
or are highly heterogeneous. Optimal sound speed can also be
determined by maximizing the average coherence factor [7],

[8], which offers advantages in computational efficiency and
enhanced sensitivity to strong coherent reflectors. However,
the coherence factor does not directly provide spatial corre-
lations between individual channels, resulting in heightened
sensitivity to acoustic reverberation artifacts which impact the
accuracy of the coherence estimations [3], [9]–[11]. Imbault
et al. [12] proposed maximizing the polynomial fit of the
maximum spatial coherence to estimate sound speed in hepatic
steatosis assessment. However, this method was proposed for
estimation at a fixed focal depth in focused transmission
ultrasound imaging and was not evaluated on plane wave
ultrasound data.

Publicly available resources from the Challenge on Ultra-
sound Beamforming with Deep Learning (CUBDL) [13]–[15]
provided standardized sound speeds using phantom data with
plane wave transmissions and speckle brightness maximization
[5]. Specifically, the corrected sound speed was selected as the
one that maximized the average amplitude in a homogeneous
region of speckle. However, we observed that some corrections
only provide coarse improvement over the default speed of
1540 m/s in highly heterogeneous regions, which is consistent
with the limitations noted above.

In this paper, we developed a spatial coherence-based opti-
mization method to estimate sound speed in both coherent and
incoherent targets. Our method does not require external de-
vices for sound speed measurement or computations of tissue-
specific parameters, and it can be applied to data acquired with
plane wave transmissions. The contrast and full-width at half
maximum (FWHM) were calculated for different target types
to assess the improvement in image quality after applying the
corrected sound speed determined by our method, using sound
speeds derived from CUBDL phantom data as a benchmark.

II. METHODS

Our sound speed estimation process is summarized in the
flowchart presented in Fig. 1. Raw channel data acquired
with plane wave transmissions were provided by the public
CUBDL datasets [13]. Data sequences containing a phantom
brain structure (i.e., INS012) and phantom vessel and wires
(i.e., INS014), each with 75 transmission angles ranging -16°
to 16°, were used in this work. Time delays were calculated
at the default sound speed of 1540 m/s and applied to the
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Fig. 1. Flowchart describing our coherence-based sound speed estimation
method.

raw channel data. Spatial coherence, R̂, was calculated by
normalizing the covariance across the receive aperture by the
variance of the signals from equally-spaced elements [9]:

R̂(m) =
1

N −m

N−m∑
i=1

∑n2

n=n1
si(n)si+m(n)√∑n2

n=n1
s2i (n)

∑n2

n=n1
s2i+m(n)

(1)
where m is the spatial lag, in number of elements between
two points in the aperture, N is the number of elements in
the transducer, si(n) is the time-delayed, zero-mean signal
received at the ith element from the nth depth. The axial
correlation kernel size, n2−n1, was set to one wavelength. The
short-lag spatial coherence (SLSC) pixel value was computed
by summing the spatial coherence function across the first M
lags [9]:

Rsl =

∫ M

1

R̂(m)dm ≈
M∑

m=1

R̂(m) (2)

where M can range from 0% to 30% of the receive aperture.
For coherent targets, such as the point target in INS012

and the wire target in INS014, the backscattered pressure
waves interfere constructively, resulting in higher coherence
and thus brighter regions in SLSC images compared to the
background. Sound speed maps were generated to visualize
the maximum SLSC pixel values within a manually selected
region of interest (ROI) in each SLSC image per sound speed
per M .

For incoherent targets, such as the vessel in INS014, the
destructive interference between ultrasound waves leads to
reduced coherence, appearing as darker regions than the back-
ground in SLSC images. Sound speed maps for these targets
were created by plotting the minimum SLSC pixel values
within the target ROI in each SLSC image per sound speed
per M .

The optimal sound speed at each M value was determined
by either maximizing the maximum SLSC pixel value for
coherent targets or minimizing the minimum SLSC pixel value
for incoherent targets. The mode of the optimal sound speeds
across the sound speed map was selected as the estimated
sound speed within the target ROI.

To evaluate the visibility of the selected image targets
relative to their background in delay-and-sum (DAS) images,
contrast was computed as follows:

Contrast = 20 log10

(
µt

µb

)
(3)

where µt and µb are the mean beamformed signals (i.e., after
envelope-detection and prior to log compression) within the
target and background ROIs, which were placed at the same
depth inside and outside the target, respectively. To determine
lateral resolution, the lateral FWHM of point targets was
measured. Depending on the image target, either contrast or
lateral FWHM was plotted as a function of sound speed. The
optimal image quality was determined by the minimum lateral
FWHM for point targets or the minimum contrast for anechoic
targets. Sound speeds estimated by our proposed method were
benchmarked with those corrected by speckle brightness max-
imization, which was implemented to standardized the sound
speeds in CUBDL phantom data. These sound speeds were
additionally compared to those associated with the optimal
image quality.

III. RESULTS AND DISCUSSION

Fig. 2 shows DAS images after beamforming with the sound
speeds annotated at the top of each image. In the top row,
we observe clearer brain structure edges and better image
resolution with the 1380 m/s estimated by our method, when
compared to images created with 1540 m/s and 1535 m/s,
which are the default sound speed and the corrected speed
provided by CUBDL, respectively. In the bottom row, although
our method provides different estimated sound speeds of 1480
m/s and 1495 m/s for the vessel and wire targets, respectively,
the corresponding DAS images reconstructed with these two
sound speeds show reduced acoustic clutter inside the vessel,
improved contrast between the vessel and its surroundings,
and better separation between wire targets when compared to
images created with the default sound speed (1540 m/s) and
the corrected sound speed provided by CUBDL (1542 m/s).

Fig. 3 shows image quality metrics plotted as a function
of sound speed. In Fig. 3(a), the lateral resolution of a point
target in the INS012 phantom was optimized at a sound speed
of 1375 m/s, with the minimum lateral FWHM measuring
0.46 mm. Our method produced a sound speed that deviated
from this value by 5 m/s, while the CUBDL sound speed
deviated by 160 m/s, yielding corresponding lateral FWHMs
of 0.48 mm and 1.29 mm, respectively, resulting in a resolution
improvement of 62.79% with the sound speed estimated by our
method compared to that corrected by CUBDL. Similarly, in
Fig. 3(b), lateral resolution was optimized at a sound speed
of 1485 m/s with a lateral FWHM value of 0.42 mm when
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Fig. 2. (top) INS012 phantom images of brain structure at default sound
speed, CUBDL sound speed, and our sound speed from left to right. (bottom)
INS014 phantom images of vessel and wires at default sound speed, CUBDL
sound speed, our sound speed of vessel and our sound speed of wire from
left to right. Images are displayed with 60 dB dynamic range.

imaging a point target in the INS014 phantom acquisition.
Sound speeds estimated by our method and by CUBDL devi-
ated from this sound speed by 10 m/s and 57 m/s, respectively,
corresponding to lateral FWHM values of 0.42 mm and 0.78
mm, respectively, resulting in a 46.15% improvement in the
resolution achieved at the sound speed determined by our
method relative to that achieved by CUBDL. In Fig. 3(c), the
contrast of the vessel in the INS014 phantom acquisition was
optimized at a sound speed of 1475 m/s, with the contrast
measuring -20.04 dB. Our estimated sound speed and the
CUBDL sound speed deviated from the optimal speed by
5 m/s and 67 m/s, respectively, corresponding to contrast
values of -20.02 dB and -18.93 dB, respectively (i.e., a 1.09
dB enhancement in image contrast obtained at our estimated
sound speed compared to the contrast obtained with the sound
speed provided by CUBDL).

In the three example comparisons provided in Fig. 3, the
sound speeds estimated with our method were consistently
closer to those that produced optimal image quality when
compared to sound speeds estimated using speckle brightness
maximization. The acoustic clutter [16] in the anechoic regions
of images is also visibly reduced with our method when
compared to the images produced with 1540 m/s or the sound
speeds provided by CUBDL. These results demonstrate the
effectiveness of the proposed coherence-based approach to de-
termine sound speeds for both coherent and incoherent regions,
without requiring calculations of various image quality metrics
to optimize the appearance of corresponding targets. Future
work will apply our proposed approach to in vivo cases.

IV. CONCLUSION

This paper is the first to present a spatial coherence-based
optimization method to estimate sound speeds in ultrasound

Fig. 3. (a) Lateral FWHM plot of a point target in the brain structure in
INS012 phantom. (b) Lateral FWHM plot of a wire target and (c) contrast
plot of a vessel region in INS014 phantom.

imaging with plane wave transmissions that is applicable to
both coherent and incoherent targets. Compared to a speckle
brightness maximization approach, our method resulted in
images with clearer target boundaries, reduced acoustic clutter,
46%-63% improved lateral resolution, and 1.09 dB improved
contrast. The sound speeds estimated with our approach devi-
ated from sound speeds that maximized resolution and contrast
by 5-10 m/s and from sound speeds based on maximum
speckle brightness (i.e., CUBDL sound speeds) by 57-160
m/s. The proposed coherence-based approach to sound speed
estimation is promising for in vivo applications and improving
accuracy in diagnostic and interventional ultrasound imaging.
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