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Abstract—We are developing a cooperatively-controlled robot
system in which a clinician and robot share control of a 3D
ultrasound (US) probe. The goals of the system are to provide
guidance for patient setup and real-time target monitoring during
fractionated radiotherapy. Currently, there is limited use of real-
time US image feedback during radiotherapy for lower abdominal
organs and it has not yet been clinically applied for upper
abdominal organs. One challenge is that placing an US probe
on the patient produces tissue deformation around the target
organ, leading to displacement of the target. Our solution is to
perform treatment planning on the deformed organ and then to
reproduce this deformation during radiotherapy. We therefore
introduce a robot system to hold the US probe on the patient.
In order to create a consistent deformation, the system records
the robot position, contact force, and reference US image during
simulation and then introduces virtual constraints (soft virtual
fixtures) to guide the clinician to correctly place the probe during
the fractionated treatments. Because the robot is under-actuated
(5 motorized and 6 passive degrees-of-freedom), the guidance also
involves a graphical user interface (adjustment GUI) to achieve
the desired probe orientation. This paper presents the integrated
system, a proposed clinical workflow, the results of an initial
in-vivo canine study with a 3-DOF robot, and the results of
phantom experiments with an improved 5-DOF robotic system.
The results suggest that the guidance may enable the clinician to
more consistently and accurately place the US probe.

I. INTRODUCTION

Radiation therapy is commonly used as a treatment option
for cancer. The goal is to direct sufficient radiation to kill the
tumor cells, without harming the healthy surrounding tissue.
This treatment is usually fractionated; that is, the patient
receives multiple radiation treatments, typically over several
days. We consider image-guided radiation therapy (IGRT),
which involves two main steps: (1) planning/simulation and (2)
treatment delivery. Planning is performed using a 3D CT image
(sometimes together with MRI) to identify the target, arrange
radiation beams to optimize target coverage and spare normal
tissue, and compute the resulting dose. In the simulation phase,
the patient is placed in a big-bore CT scanner to obtain the
image that will be used for planning. The simulation CT image
also guides patient setup for subsequent radiation treatments.

The radiation treatment phase is performed with a linear
accelerator (LINAC); modern LINACs include on-board cone
beam CT (CBCT) imaging to show the bony anatomy of the
patient in the treatment room frame of reference. Nevertheless,
two major deficiencies have become apparent when CBCT
is applied to verify radiotherapy: (1) CBCT only provides a
snapshot of patient information at the time of imaging, but not
during actual radiation delivery, and (2) CBCT often does not
provide sufficient contrast to discriminate soft tissue targets.
US imaging can overcome these deficiencies as in [1]–[3],
but the ionizing radiation precludes an ultrasonographer from
holding the US probe on the patient during treatment. This has
motivated the development of passive probe holders [4] and at
least one telerobotic system [5], [6] for US monitoring during
radiotherapy. Robotic systems for ultrasonography have also
been developed for other applications [7]–[15]. Because US
imaging requires contact between the probe and patient, all of
these robotic systems include a force sensor for monitoring
and/or controlling the contact force. Our system differs from
these prior works by focusing on using the robot to achieve
reproducible probe placement, and therefore reproducible soft-
tissue deformation, with respect to the target organ.

Our goal in this study is to construct a robotically-
controlled, integrated 3D x-ray and US imaging system to
guide radiation treatment of soft-tissue targets in the abdomen.
The first requirement for our robotic system is to enable an
expert ultrasonographer to place an US probe during simula-
tion, record the relevant information (e.g., position, force, and
reference US image). Then, the ultrasonographer substitutes
a model probe [3] and acquires a planning CT (the model
probe does not contain metal components and therefore does
not cause CT artifacts). The second requirement is to enable
an inexperienced user to reproduce this placement (and tissue
deformation) during the subsequent fractionated radiotherapy
sessions. We do not attempt to move the robot autonomously,
but rather employ a cooperative control strategy, where the
robot shares control of the US probe with the human operator.
We previously presented a cooperative control strategy, using
virtual springs, and demonstrated its utility in phantom experi-
ments considering only the 3 translational degrees-of-freedom
(DOF) [16].978-1-4673-7509-2/15/$31.00 2015 IEEE
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Fig. 1. Radiation therapy environment: SIM room (with CT scanner) and LINAC room; each contains
an optical tracking system that is typically calibrated to place the isocenter at the origin.
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Fig. 2. Robotic System for radiation therapy

Fig. 3. 2 DOF rotary stages

The novelty of this study, however, is the inclusion of the
US imaging modality in the radiation treatment process to
assist with patient setup and to monitor the beam delivery.
In our previous in-vivo experiments [3], we acquired a 3D
US image (reference US image) on the planning day and
recorded the position of the US probe (goal position) at this
instant. We then reproduced this probe position to obtain a
real-time US image to assist with patient setup. This paper
extends the prior work by incorporating a novel US probe
placement procedure that minimizes the discrepancy in soft
tissue deformation between simulation and treatment. This
procedure, cooperative control with virtual springs, was first
demonstrated in phantom experiments with a 3-DOF robot [16]
and is now utilized for in-vivo experiments with the 3-DOF
robot. Additionally, two active rotary joints are added to the
3-DOF robot and the orientation adjustment GUI is developed
to guide the clinician to correctly set all 3 orientation DOF.
With the new 5-DOF robot, two phantom experiments are
performed.

II. MATERIALS AND METHODS

A. Radiation Therapy Environment

The planning/simulation (SIM) and treatment environments
are both represented by Fig. 1, with the primary difference
being that the SIM room contains a large-bore CT scanner
rather than a LINAC. We assume that each room contains an
optical tracking system, attached to the ceiling of the room,
that is calibrated to provide a common world reference frame.
In our case, this is provided by the Clarity System (Elekta AB,
Stockholm, Sweden).

The robotic manipulator that holds the US probe is attached
to the table via a bridge, as shown in Figs. 1 and 2. The bridge
contains passive linear axes and can also slide on the couch
rails to provide coarse positioning of the robot base. Once
the approximate position is reached, the bridge is locked to

the couch. The robotic manipulator is attached to the bridge
and consists of three parts: a Base Robot (3-axis active linear
stages), a 6 DOF passive arm, and a Tip Robot (2 DOF active
rotary stages), as shown in Figs. 2 and 3. As illustrated in
Fig. 1, optical markers (reference frames) are placed on the
Base Robot and Tip Robot; these enable the optical tracking
system to measure the pose of the unencoded passive arm and
to provide direct end-point feedback of the US probe.

B. System Transformations

In both rooms (SIM and LINAC), there are 6 basic
coordinate frames: FR (room), Fc (camera), Fb (robot base
marker), Ft (robot tip marker), Fu (US image) and F0 (robot
origin) which is defined as the world coordinate frame on
which the 3 DOF linear stage (Robot Base) positions are
measured. There are several transformations that convert data
between these coordinate frames. A comprehensive review
of the transformations is given in [17]. The tracking camera
directly measures the transformations between Fb and Fc and
between Ft and Fc. The Clarity System includes calibration
procedures that establish the transformation between the cam-
era coordinates, Fc, and the room coordinates, FR, as well as
the transformation between the US image coordinates, Fu, and
the marker frame attached to the US probe (robot tip marker),
Ft. The transformation (rotation) between robot coordinates,
F0, and camera coordinates, Fc, is determined via a simple
calibration procedure. Specifically, the robot is first moved
along its x axis, and then along its y axis, while the camera
measures the robot base marker frame, Fb, with respect to
the camera frame, Fc. This produces two direction vectors
that are normalized and orthogonalized to form the first two
columns of the rotation matrix between the camera and the
robot coordinate frames. The third column vector is found as
the cross product between the first and second column vectors.
The translation component is not required so it is arbitrarily
set to zero.
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C. Proposed Workflow

In the treatment planning phase of the traditional radiother-
apy process, the patient is first positioned on the SIM room
couch. Then, depending on the organ to be scanned, either
some markers are attached on the patient body or a mask which
conforms to the shape of the patient body area is prepared.
Now that the target area is coarsely immobilized, the planning
CT scan of the target organ is obtained.

In the treatment delivery phase, the goal is to deliver
radiation beams to the target according to the plan created
during the planning phase. This process is accomplished in
the LINAC room shown in Fig. 1. In this phase, the patient is
initially positioned on the couch either based on the markers
placed during simulation or based on the patient-specific mask
generated before the CT scan was taken. Then, a CBCT scan
is acquired and the image is compared to the simulation CT
image based on bony anatomy. Via this comparison, the couch
is shifted in the x, y and/or z directions to align the CT image
with the CBCT image. The delivery day can be a single day
or multiple days. The most crucial part of this procedure is
the patient setup on the treatment couch which should ideally
be identical between the treatment planning and the treatment
delivery days.

Treatment Day US probe Installation with Robot

Using (unconstrained) cooperative control, 

bring US probe near the target location

Activate the springs

Acquire

US Image

Register to the 

reference US image

Compute new 

goal position

Turn on soft VF 

based on goal 

position

Goal Position 

Update

Clinician searches 

for the reference 

US Image

US Image 

Found?

YES

NO
Registered?

YES

NO

(in parallel)

Adjust the couch 

based on the 

target organ 

position

1) Reference US image

2) Real US probe goal position
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Fig. 4. Proposed workflow for US probe placement on the treatment day to
help patient setup and treatment monitoring. Purple boxes represent functions
not yet implemented.

We have two main goals in the US-guided radiation therapy
process: 1) during delivery days, the tumor should be located
at the LINAC isocenter (intersection point of the radiation

beams), and 2) between the simulation and radiation delivery
days the US probe should be located at the same position
relative to the target, thereby producing consistent soft tissue
deformation and reproducible US images. To accomplish these,
as seen in Fig. 4, the user first brings the US probe near
the target location with unconstrained cooperative control,
following by cooperative control with virtual springs between
the US probe and the target goal position and orientation [16].
The virtual springs pull the US probe, which is attached to
the robot and held by the user, toward the simulation day
goal while giving the user the flexibility to override the goal
position and orientation. There are three main reasons why the
user may need this flexibility: 1) possible patient setup errors
between treatment simulation and treatment delivery days, 2)
possible changes to the patient’s anatomy (e.g., due to gas
in the abdominal area or weight loss), and 3) discrepancies
between the calibration of the room coordinate system, which
is supposed to accurately identify the treatment isocenter in
both rooms. If the robot forces the user to return to exactly
the same position recorded during simulation (e.g., by using
a “hard virtual fixture”), none of the above discrepancies
between treatment phases would be addressed.

Our current implementation relies on the user to visually
compare the real-time US image to the reference US image
recorded during simulation, and then override the preferred
position indicated by the virtual springs. Fig. 4 also shows
our future work (dashed boxes), which is to use US image
feedback to adjust the virtual springs so that they guide the user
to the correct probe placement. This would enable clinicians
with limited ultrasound experience to more accurately place
the probe. We have previously shown, in phantom experiments,
that the virtual fixtures help the user to find the target more ac-
curately and faster compared to free hand US probe placement
[16].

D. Orientation Adjustment

As noted in Section II-C, on the treatment day the US
probe should be placed in the same position and orientation
as in the planning day. However, the proposed system is
underactuated (i.e., it has only two motorized rotary joints)
and the passive arm is the only way to set the third rotation
angle. To help the user to correctly orient the passive arm, a
GUI has been designed (Fig. 5). The Adjustment GUI displays

Fig. 5. Adjustment GUI to help the user to orient the passive arm
the reference orientation (i.e. the SIM day orientation) and the
current orientation of the US probe as graphical icons and as
Euler angles (ZYX convention). It also displays the difference
between the current and reference Euler angles. The camera
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measures the orientation by tracking the robot tip marker, Ft,
but to make the adjustment more intuitive, the Euler angles
are expressed with respect to the robot coordinate system, F0.
This requires an additional calibration procedure, where the
first rotary joint is moved to three different positions and its
axis of rotation determined by the normal to the plane defined
by these three points (the points are defined by the origin of
the robot tip marker, which is tracked by the camera). This
is repeated for the second rotary joint, to get a second unit
vector. These two unit vectors are orthogonalized, and used to
define the end-effector rotation with respect to the robot tip
frame, Ft.

Thus, the user’s goal is to set the leftmost Euler angle
difference as close to zero as possible, because it corresponds
to the unmotorized rotation angle. The user is not required
to accurately set the other two Euler angles because the
motorized axes will zero out the discrepancy. We have found,
however, that there is some coupling between the Euler angles
(i.e., moving one DOF can cause small angle changes in
the other two rotary DOF), probably due to inaccuracies in
determining the axes of rotation as well as the possibility that
the mechanical axes of rotation are not perfectly orthogonal.
Thus, in practice, we attempt to set all angle differences as
close to zero as possible, to minimize this effect. Section
III presents experimental results that indicate that we can
generally adjust the system to bring the current orientation
within 1.5 degrees of the reference orientation.

III. EXPERIMENTS AND RESULTS

We previously evaluated the use of the 3-DOF robot with
virtual fixtures to recreate soft tissue deformation on a phantom
[16]. This paper first presents the results of an in-vivo canine
experiment using this same 3-DOF robot. Based on the results
of this canine experiment, we upgraded our system to a 5-
DOF robot by including a 2 DOF rotary stage, as described
in Section II. We then performed phantom experiments to test
the performance of the 5-DOF robot, where the virtual springs
now include 2 DOF torsional springs and an adjustment GUI
to help set the US probe orientation by adjusting the passive
arm. The following subsections present the in-vivo experiments
with the 3-DOF robot and the phantom experiments with the
5-DOF robot.

A. In-Vivo Experiments with 3-DOF Robot

For this experiment (see Fig. 6), we implanted metal
markers that are clearly distinguishable in CT and US images
into several organs of a dog (e.g., prostate, liver, kidney,
and pancreas); these markers serve as reference fiducials for
subsequent measurements.

As mentioned in section II-C, the experimental proce-
dure consists of two phases: treatment planning/simulation
and treatment delivery. In the experiment, we followed the
radiotherapy workflow proposed in [3] and in section II-C:

1) In the SIM room, the anesthetized dog is placed in a
supine position on a special cradle that conforms to
the shape of the dog.

2) The cradle and dog are marked with non-erasable
markers that are aligned with the SIM room lasers.

Fig. 6. The experiment setup with the canine. On the left is the 3 DOF robot
scanning the canine prostate with the 3D US probe

3) The ultrasonographer uses the robot in free hand
cooperative control mode to find the markers in the
organ and saves the 3D US image as the reference
US image.

4) The US probe position (i.e., the goal position) in the
room coordinates frame and the reaction force along
the probe axis are recorded.

5) The US probe is replaced with the model probe and
the model probe is brought back to the goal position.

6) A CT scan of the dog, with the model probe in place,
is acquired.

Now that the CT scan is obtained, the marker positions in
CT coordinates as well as in room coordinates are obtained.
In the next phase of the experiment, the dog is brought to the
LINAC room for the radiation therapy delivery process. The
goal of this phase of the experiment is to determine how well
we can reproduce the reference 3D US image, which indicates
how well we can produce the same soft tissue deformations
as in treatment planning/simulation. For this reason, it was not
necessary to actually deliver radiation during this experiment.
The procedure in the LINAC room is as follows:

1) The anesthetized dog is placed in a supine position
on the same cradle that conforms to its shape.

2) The cradle and the dog skin markers are aligned with
the LINAC room lasers.

3) A CBCT scan of the dog is acquired with the probe in
place. Based on the bony anatomy, the CBCT image
is compared with the SIM CT to calculate the couch
shift required to compensate for system setup errors.

4) After the couch is shifted, another CBCT scan of the
dog is acquired to confirm the alignment.

5) Using the robot in cooperative control mode with hard
virtual fixtures, the US probe is brought to the goal
position defined in the room coordinate frame (the
robot does not allow the user to deviate from the
recorded goal position).

6) The hard virtual fixtures are changed to soft virtual
fixtures (virtual springs) and the user moves the US
probe until the acquired image matches the reference
US image recorded during simulation, based on the
user’s subjective visual assessment. For practical rea-
sons, even though a 3D US probe was used, the
operator performed the visual assessment with 2D
images.
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Fig. 7. Contours of the prostate (in pixels) based on acquired ultrasound
images from the planning day (red), treatment day with hard virtual fixtures
(green), and treatment day with soft virtual fixtures (blue). The hard virtual
fixtures produced an overlap of 38%, whereas the soft virtual fixtures produced
an overlap of 57%.

Fig. 7 shows the contours of the dog prostate extracted
from 3D US image slices. The red contours represent the
prostate cross-sections on the treatment planning day, the green
contours represent the prostate image taken on the treatment
delivery day with hard virtual fixtures (i.e., when the US
probe is placed at exactly the same room coordinates as
the simulation) and the blue contours represent the prostate
contours when the user relocates the US probe with the help
of the soft virtual springs. To remove the effect of possible
transformation errors between the various coordinate frames
discussed in section II-B, the results in Fig. 7 were analysed
in the US image coordinate system where the axial dimension
is normal to the probe face. We assess the accuracy with which
the US probe was positioned during treatment by computing
the percentage of overlap between the prostate contours from
the reference US image and the treatment day prostate contours
obtained with both hard virtual fixtures and soft virtual fixtures,
using the following Eq. 1:

%Overlap = 100

(
N∑
i=1

|Ai ∩Bi|
/ N∑

i=1

|Ai|

)
(1)

where N is the number of slices, Ai and Bi correspond to
prostate cross-section areas of the ith reference US image
slice and treatment day US image slice, respectively. The hard
and soft virtual fixtures produced overlaps of 38% and 57%,
respectively. Although neither is near the ideal value of 100%,
the soft virtual fixture enabled the user to better compensate
for the various sources of error.

B. Accuracy of Setting Orientation of 5-DOF Robot

The first phantom experiment checks how accurately the
passive arm can be set to a desired orientation using the GUI
described in Section II-D. In this experiment, three different
reference orientations are recorded and the user is asked to
reproduce these orientations. For each reference orientation,
four trials are performed, where the user starts from a random
initial position and reconfigures the passive arm using the
Adjustment GUI. Then, the two active rotary DOF are used

to zero the error in those directions. The final orientation
errors (for each individual Euler angle and the total angle),
as measured by the optical tracker, are shown in Fig. 8. The
results indicate that the probe orientation can be set within 1.4
degrees of the desired orientation.

Fig. 8. Robot orientation error measured by optical tracker, µ and σ are the
mean and the standard deviation, respectively

C. Phantom Experiments with 5-DOF Robot

MicronTracker

Optical 
Marker

2 DOF
Rotary Stage

Passive 
Arm

Fig. 9. Setup for Phantom Experiments with 5-DOF Robot; Micron Tracker
used instead of US probe.

For this experiment, we used the Polaris optical tracker,
but substituted a Micron Hx40 optical tracker (Claron Tech-
nologies, Toronto, Canada) for the US probe, as shown in Fig.
9. This provides two advantages: (1) it is more convenient to
use camera images instead of US images, and (2) by attaching
tracking markers (checkerboard patterns) to the phantom (Fig.
10), the Micron tracker can provide a direct “ground truth”
measurement of the robot end-effector position with respect to
the phantom, which would not be possible with an US probe.

This experiment focuses on the position and orientation
error compensation capabilities of the system when there is a
mismatch between the reference image and the image obtained
on the treatment day (i.e., to simulate an inter-fraction setup
error). As introduced in [16], virtual springs are used to
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compensate for the 3D position and 2D orientation error. In
[16], it was assumed that the target organ had undergone only
a translational displacement; however, this study evaluates the
ability to compensate for a 6 DOF error. This tests both the
Adjustment GUI and the use of the torsional virtual springs
around the 2 DOF rotation stage (as well as the linear springs,
which were already tested in [16]). Similar to the radiation

Fig. 10. Camera images (substitute for US images), showing the reference
image (left) and the image after the phantom is translated and rotated in 3D
(right)

therapy procedure explained in Section II-C, we initially record
the reference image of the phantom (Fig. 10-left). Then, we
disturb the position and orientation of the phantom (to emulate
patient setup error, Fig. 10-right) and ask the user to move
the robot system, first using the Adjustment GUI to set the
passive arm and then using cooperative control with soft virtual
fixtures (virtual springs), until the current image is as close
as possible to the reference image. As described in [16], the
linear springs are engaged when the user crosses the plane
that passes through the recorded position, at which point they
guide the user towards this position. In this case, however,
the recorded position is no longer accurate due to the applied
displacements. Thus, it is necessary for the user to apply force
to counteract the virtual springs and thereby deviate from this
position in order to obtain the desired image. Once all the
linear virtual springs are activated, depending on the need, the
torsional springs may also be activated.

For the first five trials, the phantom is disturbed in the
MicronTracker x-y plane (the plane facing the MicronTracker)
and for the last five trials, it is disturbed in all 6 DOF.
To better visualize the orientation, additional features were
attached to the phantom, as shown in Fig. 10. The phantom
position and orientation tracked by the MicronTracker are
used to evaluate the performance of the system. During the
experiment, two different data sets are recorded. The first data
set is the position and orientation error of the phantom, based
on MicronTracker measurements, before the user attempts
to counteract the virtual springs (i.e., it essentially measures
the applied displacement, which corresponds to the emulated
patient setup error). These results are shown in the left columns
of Tables I and II. The right columns of Tables I and II
show the phantom’s position and orientation error, based on
the MicronTracker measurements, after the user has attempted
to reproduce the reference image (i.e., by counteracting the
virtual springs as needed).

In Tables I and II, for trials 1-5 with x-y plane distur-
bance, the total mean error before the virtual springs is 0.7
degrees in orientation and 10.9 mm in translation and after
the virtual springs it is 1.2 degrees in orientation and 0.8
mm in translation. Additionally, for trials 6-10 with 6 DOF
disturbance, the total mean error before the virtual springs is

TABLE I. ORIENTATION ERROR OF PHANTOM (IN DEGREES) BEFORE
AND AFTER USE OF VIRTUAL SPRINGS. EXPERIMENTS 1-5 ARE WITH X-Y

PLANE DISTURBANCE AND 6-10 ARE WITH 6 DOF DISTURBANCE

Before Virtual Springs After Virtual Springs
∆Rx ∆Ry ∆Rz Total ∆Rx ∆Ry ∆Rz Total

1 -0.26 0.12 0.62 0.68 -0.10 0.04 0.71 0.72
2 0.06 0.06 0.79 0.80 0.35 -0.18 0.91 0.99
3 -0.07 0.19 0.35 0.40 0.20 1.71 -0.11 1.73
4 0.21 -0.07 0.99 1.01 -0.17 -0.18 1.00 1.03
5 -0.09 0.15 0.58 0.60 -0.25 1.57 0.69 1.73

6 -15.15 1.28 -5.62 16.21 -7.06 7.91 -2.07 10.80
7 -15.10 1.11 -5.81 16.22 -5.40 3.83 -0.45 6.64
8 -13.63 1.20 -5.20 14.64 -8.92 3.54 -2.15 9.83
9 -9.21 1.04 -1.93 9.47 -6.60 3.66 -0.09 7.55
10 -11.04 0.94 -3.28 11.56 -4.20 -2.55 0.29 4.92

TABLE II. POSITION ERROR OF PHANTOM (IN MM) BEFORE AND
AFTER USE OF VIRTUAL SPRINGS. EXPERIMENTS 1-5 ARE WITH X-Y

PLANE DISTURBANCE AND 6-10 ARE WITH 6 DOF DISTURBANCE

Before Virtual Springs After Virtual Springs
∆x ∆y ∆z Total ∆x ∆y ∆z Total

1 10.27 4.45 -0.15 11.19 -1.24 -1.06 0.16 1.64
2 11.18 2.55 -0.91 11.50 0.05 -0.08 -0.66 0.67
3 8.54 4.37 0.38 9.60 -0.61 0.33 -0.37 0.79
4 11.84 3.60 -0.70 12.39 -0.23 0.15 -0.11 0.30
5 8.92 4.10 0.07 9.82 0.19 -0.44 0.20 0.52

6 -0.58 3.83 7.11 8.09 0.52 0.86 -0.91 1.36
7 32.38 4.32 12.25 34.89 1.50 1.22 -0.13 1.93
8 27.61 5.25 11.20 30.25 -0.68 -0.21 0.12 0.72
9 6.22 4.70 5.56 9.57 -0.20 0.15 -0.22 0.34
10 13.96 4.39 7.27 16.34 -0.02 0.55 -0.10 0.56

13.6 degrees in orientation and 19.8 mm in translation and
after the virtual springs it is 7.9 degrees in orientation and 1.0
mm in translation.

IV. DISCUSSION AND CONCLUSIONS

We developed a robot system for integrating 3D US imag-
ing with x-ray (CT) guidance for external beam radiotherapy.
Because ultrasound provides better soft tissue contrast, it
allows the clinician to better visualize the treatment target
and surrounding organs. Furthermore, US does not introduce
additional radiation and can be used to continuously monitor
the treatment. In particular, this enables the clinician to ensure
that the target remains in the x-ray beam path.

We proposed a new workflow that incorporates US probe
placement in the simulation (SIM) and radiation treatment
(LINAC) phases and canine experiments were performed to
verify this workflow. The canine experiment results suggest
that the proposed cooperative control method with soft virtual
fixtures (implemented as virtual springs) can improve the
reproducibility of probe placement during the fractionated radi-
ation treatments. Our phantom and in-vivo results indicate that
soft virtual fixtures can lead to more reproducible soft tissue
setup by enabling the system to deviate from the recorded
probe position to achieve a more consistent US image. While
our in-vivo results with the 3-DOF robot (Fig. 7) demonstrated
a small improvement with the use of soft virtual fixtures, we
believe that a more dramatic difference would occur with a 5-
DOF (or 6-DOF) robot that enables correction for orientation
errors.

We performed phantom experiments with the 5-DOF robot
system to reproduce the position, orientation, and applied
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force of the US probe with respect to the target anatomy
(of course, it is not always possible to satisfy both position
and force constraints, so the clinician must make the final
decision). Because the robot system is under-actuated, we
developed an Adjustment GUI to guide the user to set the
desired orientation using a passive arm. We demonstrated
that this can be done with less than 1.5 degrees of total
orientation error, which we expect to be clinically acceptable.
We previously proposed a cooperative control method with
soft virtual fixtures (implemented as virtual springs) and tested
it for 3D translations. In this paper, we provide experimental
results from extending the soft virtual fixtures to 5 DOF (three
translations and two rotations). The results, presented in Tables
I and II, show that the virtual springs enable the user to reduce
the simulated patient setup error by over-riding the recorded
position and orientation to obtain the best image match. The
first 5 trials did not introduce orientation setup errors, so in
some cases the user slightly increased the orientation error. The
main point, however, is that all large position and orientation
setup errors were significantly reduced.

Our future work includes the use of US image feedback
to adjust the virtual springs so that they more accurately
guide the clinician to the correct location. This is especially
important because it can eliminate the need for clinicians with
US expertise during treatment. In this case, an experienced
ultrasonographer would only be needed during simulation and
the robot system would enable the novice user to reproduce
the probe position defined by the expert.
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