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Abstract—Channel signal-to-noise ratio (SNR) is a metric to
assess photoacoustic image quality based on the raw photoacous-
tic channel data. Current methods for measuring channel SNR
require access to raw data or delay data prior to summation
(e.g., prior to DAS beamforming) in addition to knowledge of
the noise profile to differentiate signal from noise. However,
access to pre-beamformed data is not always feasible with clinical
ultrasound scanners, and knowledge of noise profiles are typically
not available. This paper introduces a new method for calculating
channel SNR based on the probability density functions (PDFs)
of beamformed data and shows how this method is related to
not only channel SNR, but also other properties of channel data
and image data for photoacoustic images.

Index Terms—Photoacoustic imaging, raw data, image quality,
coherence

I. INTRODUCTION

Photoacoustic imaging involves the irradiation of a target
using nonionizing radiation. Optical absorption of the target re-
sults in thermal expansion and the subsequent generation of an
acoustic pressure wave that can be received by an ultrasound
transducer [1], [2]. In more realistic clinical situations, low
laser energies or tissue obstructions may result in noisy, low-
quality images that are difficult to interpret [3], [4]. Assessing
image quality is of critical importance. One approach to assess
image quality is to be aware of the channel signal-to-noise
ratio (SNR).

There are at least two widely accepted methods to measure
channel SNR, which is defined as the ratio of the mean power
of the signal to the mean power of the uncorrelated noise.
The first method includes using the root mean square of the
uncorrupted channel data over the standard deviation of the
corrupted noise [5]. The second method includes measuring
the signal and noise from the delayed data prior to any
summation.

One limitation of relying on real-time measurements of
channel SNR to assess application-specific image quality is
that clinical and pre-clinical photoacoustic systems do not pro-
vide access to pre-beamformed data (i.e., raw channel data or
delayed data) or noise profiles. Instead, access to beamformed
images is typically the only option provided. Without access to
pre-beamformed data, clinicians and investigators are unable
to measure channel SNR using currently available methods.

This paper introduces a third method for calculating channel
SNR based on the target and background regions of interest
(ROIs) of beamformed data and shows how this method is
related to not only channel SNR, but also other properties of
channel data and image data for photoacoustic images. The
additional properties that we will present are two recently
introduced methods to assess image quality: (1) the gener-
alized contrast-to-noise ratio (gCNR) [6], [7] and (2) lag-one
coherence (LOC) [8].

II. MATERIALS AND METHODS

A. Simulation methods

Photoacoustic channel data were simulated using k-Wave
[5]. The transducer was defined with 0.3 mm pitch, 0.06 mm
kerf, and 128 elements. A 1 mm- and 2 mm-diameter circular
target containing randomly distributed optical absorbers were
placed at the center of a 23.1 mm × 38.4 mm phantom.

B. Experimental methods

To create experimental data containing two different target
sizes, either a 1 mm- or 2 mm-diameter fiber bundle was
inserted in a plastisol phantom, and the tip of the fiber bundle
was the image target. A total of ten photoacoustic images
were acquired per image target using a Phocus Mobile laser
(OPOTEK, Carlsbad, CA) or an LS-Series Pulsed Laser Diode
(Laser Components, Bedford, NH) with laser light delivered
through the 1 mm or 2 mm fiber, respectively. Each laser
system was connected to an Alpinion ECUBE 12R ultrasound
scanner (Seoul, Korea) to create the photoacoustic imaging
system. Channel data from the 1 mm- and 2 mm-diameter
image targets were acquired with a 128-element Alpinion L3-
8 linear transducer and a 64-element Alpinion SP1-5 phased
transducer, respectively. Additional imaging parameters are
listed in Table I.

C. Beamforming methods

Photoacoustic images were created from the acquired chan-
nel data using delay-and-sum (DAS) beamforming and short-
lag spatial coherence (SLSC) beamforming with a lag value of
M = 1 [9], also termed lag-1 coherence imaging. The process

978-0-7381-1209-1/21/$31.00 ©2021 IEEE

20
21

 IE
EE

 In
te

rn
at

io
na

l U
ltr

as
on

ic
s S

ym
po

siu
m

 (I
U

S)
 |

 9
78

-1
-6

65
4-

03
55

-9
/2

1/
$3

1.
00

 ©
20

21
 IE

EE
 |

 D
O

I: 
10

.1
10

9/
IU

S5
22

06
.2

02
1.

95
93

86
5



TABLE I
PHOTOACOUSTIC EXPERIMENT PARAMETERS

Target A Target B

Fiber Diameter 1 mm 2 mm
Wavelength 750 nm 905 nm
Laser Frequency 10 Hz 20 Hz
Pulse Width 5 ns 51 ns
Laser Energy 2.3 mJ 5.8 µJ

implemented to create the lag-1 coherence images is described
by the following equation:

R̂(1) =
1

N − 1

N−1∑
i=1

∑
n=n1

n2si(n)si+1(n)√∑n2

n=n1
s2i (n)

∑n2

n=n1
s2i+1(n)

(1)

where N is the number of elements in the receive aperture,
si(n) is the time-delayed, zero-mean signal received by the
ith element, n is the sample depth, n1 through n2 defines
a correlation kernel length, and R̂ is the normalized spatial
correlation of the lag-1 coherence image. Negative values were
removed from the lag-1 coherence image and set to 0.

D. Image quality metrics

The generalized contrast-to-noise ratio (gCNR) was mea-
sured from DAS beamformed images using the following
equation [6]:

gCNR = 1−
N−1∑
k=0

min{hi(xk), ho(xk)} (2)

where hi and ho are the histograms associated with the target
and background ROIs, respectively, and N is the number of
bins centered at {x0, x1, ...xN−1}.

Lag-1 coherence was measured as the mean signal ampli-
tude within a region of interest in the location of the lag-1
image target.

E. Channel SNR measurements

Channel SNR was measured using the following three
methods.

• Method 1: Channel SNR was measured using the root
mean square (RMS) according to the following equations:

signal1 =
√

mean(X2) (3)

noise1 =
√

std(X2
noisy) (4)

where X is the uncorrupted, noiseless channel data, and
Xnoisy is the noisy channel data.

• Method 2: Channel SNR was measured using the delay
data method according to the following equations:

signal2 =
√

mean(X2
noisy,1 signal channel) (5)

noise2 =
√

mean(X2
noisy,1 noisy channel) (6)

where the signal region was isolated to pixels associated
with the target within 1 channel.

• Method 3: Channel SNR was measured using a new
method we developed based on the ROIs of the DAS
beamformed images according to the following equations:

signal3 = mean(X2
DAS,t) (7)

noise3 = mean(X2
DAS,b) (8)

The channel SNR is calculated using the signal and noise
calculated using any of the methods defined above.

chSNR(dB) = 10 log10

(
signal

noise

)
(9)

F. Noise addition

Gaussian distributed noise was added to the simulated and
experimental phantom channel data. The standard deviation
of the noise was computed using Method 1 to obtain images
with channel SNR values in the range -40 dB to 40 dB. The
channel SNR values obtained using Method 2 and Method 3
were compared to the baseline channel SNR values obtained
using Method 1.

III. RESULTS AND DISCUSSION

Fig. 1 shows the channel SNR measured using Methods 2
or 3 as a function of the channel SNR generated using Method
1. While Method 1 is beneficial for generating noisy simulated
and experimental data, it is an unrealistic measurement tool.
Method 1 requires access to uncorrupted channel data which
is not accessible in experimental settings. Methods 2 and
3 are two testable channel SNR measurement methods for
experimental data. Method 2 is shown in blue, and Method
3 is shown in orange. The 1 mm targets are shown as
filled markers, and the 2 mm are shown as open markers.
The experimental datasets are shown with circles, and the
simulated data are shown with diamonds. For both Methods 2
and 3 in each of the datasets, there is a sigmoidal curve with
a linear portion and a shoulder and toe. When Method 1 was
set to low channel SNRs (e.g., -40 dB), the measured channel
SNR using Methods 2 or 3 is not less than approximately
0 dB. In a noisy image where the signal is indistinguishable
from background, the ratio of the signal to noise would be 1,
resulting in a log measure of 0 dB. There is a plateau on the
right end of the curve because once we try to set a high enough
channel SNR using Method 1 (e.g., 40 dB), there is virtually
no noise added to the data. The maximum possible measured
value is based on inherent noise in the collected data. A lower
plateau for the 2 mm experimental data is observed compared
to the 1 mm experimental data as a result of significantly
lower laser energy (i.e., 1 mm: 2.3 mJ, 2 mm: 5.8 µJ) which
has a significantly lower maximum possible signal amplitude.
There is reasonable agreement between Method 2 and Method
3. This reasonable agreement, in addition to the linear trend
observed in the center of the curve, indicates Method 3 is a
promising method to measure channel SNR.

Fig. 2 shows the LOC as a function of the gCNR of the
DAS beamformed images for the simulated and experimental
images with the best fit line for the combined datasets shown



Fig. 1. Channel SNR measured using Method 2 or Method 3 as a function of
channel SNR generated using Method 1 for 1 mm experimental and simulated
images.

in black. The simulated datasets are represented by outlined
data points and the experimental datasets are represented by
filled data points. The 1 mm datasets are shown in blue and the
2 mm datasets are shown in orange. The link between each
visualized data point is the channel SNR based on Method
1. For both simulated and experimental datasets, there is an
exponential relationship between gCNR and LOC. There is
also a correlation between the simulated and experimental
datasets (i.e., R2 = 0.8). The exponential relationship between
LOC and gCNR provides the potential to predict coherence
given only the DAS beamformed image. Thus, coherence
information is available without requiring access to channel
data. Our method of estimating channel SNR using the ROIs
of DAS beamformed images produces a link from the image
domain to the channel data domain. which indicates that there
is a connection between LOC (which relies on channel domain
data) and gCNR (which relies on image domain data).

IV. CONCLUSION

This work demonstrates a novel method for estimating
channel SNR without access to channel data. Using the mean
power ratio of the target and background ROIs of the DAS
beamformed images, channel SNR can be estimated similar to
channel SNR measured using delay data prior to summation.
We envisage that this work will enhance the potential to
provide users with the benefits of coherence information when
using clinical or preclinical photoacoustic systems that do not
allow access to channel data.

Fig. 2. LOC as a function of gCNR for the simulated and experimental
phantom images.
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