Abstract—Photoacoustic imaging offers “x-ray vision” to see beyond tool tips and underneath tissue during surgical procedures, without requiring ionizing x-rays. Instead, optical fibers and acoustic receivers enable photoacoustic sensing of major structures – like blood vessels and nerves – that are otherwise hidden from view. Laser pulses are transmitted through the optical fibers to illuminate regions of interest, causing an acoustic response that is detectable with ultrasound transducers. This invited contribution highlights a few applications of photoacoustic imaging for surgical guidance and connects novel light delivery systems introduced by the Photoacoustic & Ultrasonic Systems Engineering (PULSE) Lab to our newly developed coherence-based beamforming theory. The paper concludes with a vision statement describing possibilities for the usage of photoacoustic imaging in operating rooms and interventional suites.

I. INTRODUCTION

The fictitious concept of “x-ray vision” is widely understood to be the ability to see through structures that are not transparent to the human eye. This concept would be a useful feature for surgeons, particularly when navigating complex anatomy. The Photoacoustic & Ultrasonic Systems Engineering (PULSE) Lab is developing imaging systems to offer this capability [1], but not with ionizing x-rays. Instead, we are utilizing a different wavelength on the electromagnetic spectrum, specifically the nm wavelengths required to induce the photoacoustic effect and enable photoacoustic imaging [2]–[4] for surgical guidance to visualize metal tool tips and avoid accidental injury to major blood vessels or nerves.

The photoacoustic effect (i.e., the ability to convert optical energy to acoustic energy) was introduced by Alexander Graham Bell [5]–[7]. Many have since proposed and demonstrated the feasibility of using the photoacoustic effect to guide surgical and interventional procedures [1], [8]–[10]. Feasibility was initially demonstrated with minimally invasive procedures requiring tasks such as needle detection [11]–[13], biopsy guidance [11], [14], [15], and brachytherapy seed localization [16]–[18]. This concept was later expanded beyond these few initial cases to include more complex surgical and interventional examples, such as endonasal transsphenoidal surgeries of the skull base to remove pituitary tumors [19], [20], teleoperative surgeries performed with the da Vinci robot [21]–[23], cardiac catheterization and ablation procedures [24]–[27], and abdominal or pelvic surgeries [28]–[30].

The first practical step to leveraging the photoacoustic effect for surgical guidance is light transmission to a region of interest. There are several possibilities for this light delivery, including attachment of one or more optical fibers to catheter ultrasound transducers for endoscopy [31]–[33] or intravascular applications [34]–[36], insertion of optical fibers in needle or catheter tips [12], [13], [16], and external coupling to the tips of surgical tools [22], [37], [38]. Three possible attachment designs are featured in Fig. 1 for a scissor tool component of the da Vinci surgical system [22], a neurosurgical drill tip [37], and a mock spinal fusion surgery drill tip [38]. These three examples also show the unique light profiles produced by each design. In addition to being attached to surgical tools, light sources may also be operated independently of surgical tools.

After optical energy is transmitted to the photoacoustic target, the target absorbs the light, undergoes thermal expansion, and the photoacoustic signal is generated. The resulting acoustic energy, which can be sensed by an external ultrasound transducer external to the surgical site, must be converted into an image. Beamforming is one option for this conversion when the ultrasound transducer is comprised of an array of receive elements. The process from light delivery design to photoacoustic image formation is summarized in the top of Fig. 2.

Historically, amplitude-based beamforming and backprojection reconstructions methods have been applied to create photoacoustic images, which is advantageous when interested in quantitative details [39]. Beamforming is generally preferred over backprojection for surgical applications when ultrasound...
probes are placed externally, which precludes effective use of ring arrays (i.e., spherical or cylindrical detection surfaces), which are more favorable for backprojection algorithms and quantitative photoacoustic applications. Amplitude-based beamforming is also useful when detecting major blood vessels in the in vivo liver, as more focused signals were previously observed when the transmitted light was in the direct line of site of a major vessel and diffuse signals were observed otherwise [28]. This difference is a direct result of the amplitude-based beamforming process, which focuses the received acoustic energy to a fixed point in space, and the amplitude of the focused energy is maximized with amplitude-based beamforming. Amplitude-based beamforming has also been useful to determine distance from major blood vessels that need to be avoided during surgery [20].

Despite the requirement for amplitude-based beamforming to achieve some surgical and interventional tasks, most applications of photoacoustic imaging for surgical guidance do not require amplitude information. Instead, the main goal is to provide surgeons with the best contrast to visualize targets of interest, particularly for low-energy laser systems (e.g., pulsed laser diodes), which are smaller and more portable than higher-energy systems. These low-energy light delivery systems are often more suitable for interventional or surgical use due to their smaller footprints, and their utility can be enhanced with a coherence-based photoacoustic beamforming approach [40].

This invited contribution is organized as follows. Section II connects novel light delivery systems developed by the PULSE Lab [22], [37], [38] to newly developed spatial coherence theory introduced by Graham and Bell [41], as summarized in Fig. 2. Section III describes possible applications of this theory for surgical guidance techniques. Section IV concludes the paper with a vision for photoacoustic-guided surgery in operating rooms and interventional suites.

## II. PHOTOACOUSTIC SPATIAL COHERENCE THEORY

Spatial coherence theory was recently developed to describe the governing principles of coherence-based photoacoustic beamforming and image optimization [41]–[43]. This theory can be thought of as the van Cittert Zernike theorem [44] (which predicts the spatial covariance of a wave field produced by an incoherent source) applied to photoacoustic data. The requirement for an incoherent source is satisfied by modeling a photoacoustic target (e.g., a blood vessel) as a random distribution of spatially incoherent absorbers, resulting in the expression:

$$C(u, v) = \frac{1}{z^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \chi_o \right] F^2 + 2 \chi_o N_A (\Gamma \mu_a F)^2 + \chi_o N_o \Gamma \mu_a F^2 e^{-2\pi uv} dx dy,$$

where $C$ represents the spatial covariance in the spatial frequency domain, $u$ and $v$ are spatial frequencies in the lateral and elevation ultrasound receiver dimensions, respectively, $\chi_o$ is the average power of the absorber distribution, $\mu_a$ and $\Gamma$ are the photoacoustic target properties of optical absorption and Grüneisen parameter, respectively, and $F$ is the laser fluence at a depth of interest, $z$. Although the spatial dependency on $(x, y)$ coordinates is not shown in Eq. 1, the terms $\mu_a$, $\Gamma$, and $F$ can each vary in these spatial dimensions. The remaining terms in Eq. 1 are noise terms introduced by uncorrelated source-related noise originating from random fluctuations in the source distribution (e.g., variations in fluence at the absorber surface [45] and variations in the optical absorption within each absorber). This additive noise model was developed based on observations of experimental data [45]. Specifically, $N_A$ is zero-mean, Gaussian distributed, additive noise, and $N_o$ is the variance of this additive noise.

When noise is absent, Eq. 1 reduces to:

$$C(u, v) = \frac{1}{z^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \chi_o \Gamma \mu_a F^2 e^{-2\pi uv} dx dy.$$

Eq. 2 can be compared to the familiar van Cittert Zernike theorem applied to pulse-echo ultrasound measurements, rep-
represented as [46], [47]:
\[
C(u, v) = \frac{1}{z^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\chi(x, y)H(x, y)|^2 e^{-j2\pi(ux+vy)} dx dy,
\]
(3)
where \(\chi(x, y)\) is the source function, and \(H(x, y)\) is the transmit beam amplitude. Although Eqs. 1-3 each contain a source term (i.e., \(A(x, y) = \mu_a\Gamma F\) can be considered as the photoacoustic source term), note that the \(H(x, y)\) term in the ultrasound expression of Eq. 3 does not exist in the photoacoustic expressions of Eqs. 1 and 2 because there are no transmit ultrasound beams in photoacoustic imaging. Instead, the receive beam steering required to make photoacoustic images is described by a multiplicative phase term to the Fourier transform expressions in Eqs. 1 and 2, which produces the following expression in the separable lateral ultrasound transducer dimension:
\[
C(u, x_k) = e^{-j2\pi x_k u} \int_{-\infty}^{\infty} \left[ \chi_o |\Gamma\mu_a F|^2 + 2\chi_o N_A (\Gamma\mu_a F)^2 
+ \chi_o N_o |(\Gamma\mu_a F)|^2 \right] e^{-j2\pi u x_k} dx_k,
\]
(4)
where \(x_k\) is a lateral focal point in the final image (i.e., after beam steering).

The spatial frequency, \(u\), in Eqs. 1-4 is related to spatial lag, \(m\), through the expression:
\[
u = \frac{m}{\lambda z}
\]
(5)
where \(m\) is the spatial distance between two gridpoints on an aperture receiving an acoustic response, and \(\lambda\) represents an acoustic frequency associated with the ultrasound transducer. Based on this relationship, Eq. 3 or 4 is then integrated up to the first \(M\) spatial lags to achieve one ultrasound short-lag spatial coherence (SLSC) image pixel [47] or one photoacoustic SLSC image pixel (after accounting for spectral bandwidth) [41], respectively. This process is repeated to build theoretical ultrasound and photoacoustic SLSC images.

Common adjustments and optimizations to SLSC images created from experimental data include altering the \(M\) value for the integration step [47]–[52] or the the kernel length of correlated data [53]–[56] in efforts to achieve the best contrast, resolution, and real-time implementations in both ultrasound and photoacoustic SLSC images. However, considering the additional number of terms in Eq. 4 compared to Eq. 3, there are additional variables that can be exploited to optimize coherence-based photoacoustic image contrast and resolution.

III. APPLICATIONS OF PHOTOACOUSTIC SPATIAL COHERENCE THEORY TO SURGICAL GUIDANCE

Fig. 2 shows the impact of photoacoustic spatial coherence theory on both image formation and light delivery designs. In most applications of surgical guidance, the endogenous photoacoustic targets within a patient (e.g., blood vessels) will not be modified, leaving light delivery as one of the major design elements. Light delivery designs are generally dictated by laser safety standards [57], which report fluence limits based on laser wavelengths and pulse energies. As fluence is often defined as the ratio of energy to incident surface area, one option to maximize the input optical energy within laser safety limits is to increase the available surface area (while maintaining the small form factor of minimally invasive surgical devices), as previously demonstrated using a series of optical simulation software [37].

In addition to the optical design component described above, five applications of the newly developed photoacoustic spatial coherence theory that affect both light delivery designs and image formation are described in [41], illustrated in Fig. 3, and summarized below. First, the photoacoustic target may be incorporated as an additional design element if we consider that there are multiple options to attach specialized light delivery systems to the tips of various surgical tools, with each option generating a unique light profile (as shown in Fig. 1) and a unique photoacoustic response from the tool tip. From this perspective, the first possible application is that spatial coherence theory can be used to optimize light delivery designs [20], [22], [37]. More specifically, Fig. 2 and Eqs. 1, 2, and 4 indicate that this theory can be used to determine how

![Fig. 3. Summary of potential applications for photoacoustic spatial coherence theory to guide surgical and interventional procedures.](image-url)
the fluence associated with various light profile designs at a particular axial depth of interest (i.e., \( z \)) affects SLSC image contrast and resolution in silico, as demonstrated in [41].

The second application is that spatial coherence theory can be used to enhance tool tip contrast in photoacoustic images for surgical guidance (e.g., drill tips during spinal fusion surgery [38], fiber tips during real-time visual servoing [56], catheter or needle tips during interventional procedures [24], [58]). This optimization can be achieved by choosing which \( M \) value will be used to display images based on \textit{a priori} information about expected target sizes (e.g., tool tips, metal implants such as brachytherapy seeds, average sizes of major arteries to be avoided within a specific anatomical location). This image display choice can also be achieved by incorporating knowledge of expected light profiles at the depth of the photoacoustic target of interest.

Third, the newly developed photoacoustic spatial coherence theory can be used to estimate target sizes based on spatial coherence functions. Generally, coherence length is correlated with the size of a target when a light profile illuminates the entirety of a target to generate the photoacoustic effect. Otherwise, if the size of the target is larger than the size of the light profile, the size of the light profile dictates the coherence length (see Fig. 6 in [41]). This information can potentially be used to estimate target sizes (or light profile sizes in the latter case) by measuring coherence length from delayed photoacoustic channel data, without requiring any image formation.

Fourth, spatial coherence theory can be used to improve real-time photoacoustic-based robotic visual servoing of surgical tool tips, as demonstrated by Gonzalez and Bell [56]. Visual servoing is a robot control strategy that uses computer vision to find and stay centered on targets of interest. In photoacoustic-based visual servoing, the computer vision is provided by photoacoustic images. This approach is useful to relieve interventionists from finding and remaining centered on photoacoustic signals associated with the tips of needles, catheters, or optical fibers attached to other surgical tools [24], [58], [59]. Instead, a robot arm holding an ultrasound probe would be tasked with this important responsibility. The robot, ultrasound, and laser systems utilized to achieve photoacoustic-based visual servoing would ideally be as small as possible to avoid being obtrusive in the operating room or interventional suite [1]. Smaller laser systems typically provide lower laser energies, which reduces the overall signal-to-noise ratio of the imaging system. The contrast of photoacoustic images can be boosted in these cases with the application of coherence-based beamforming rather than more traditional amplitude-based beamforming approaches [40], [56].

Finally, although much of the presented theory was developed and demonstrated in the context of SLSC imaging, this theory can be applied and extended to any photoacoustic method that utilizes spatial coherence. Other possibilities include applications in coherence-based cell tracking, blood flow measurements, and other coherence-based beamforming methods.

### IV. Conclusion

While x-ray vision is a fictitious idea, photoacoustic imaging for surgical guidance is not such a far-fetched concept. The overall vision for this concept requires light transmission to a surgical site of interest. This transmission can be accomplished with optical fibers attached to surgical tools or operated independently of surgical tools. The resulting photoacoustic effect produced within structures of interest, such as major blood vessels or nerves to be avoided during surgery, can be detected with conventional ultrasound transducers that are placed externally to avoid interference with the surgical site. Depending on the surgery, this concept can also be achieved with the more traditional approach of attaching light sources to ultrasound transducers, which is particularly true of endoscopic or catheter-based ultrasound devices. Beamforming plays a critical role in the quality of provided images, with both amplitude-based and coherence-based offering independent, yet equally important benefits.

Once developed and optimized for a specific surgical task, the entire photoacoustic imaging system may additionally be integrated with surgical robots to enhance computer vision capabilities during robotic surgeries. Similarly, these photoacoustic imaging assistants can be coupled with medical robots to improve maneuverability, autonomy, and operatability of imaging system components or to improve image interpretation during surgeries and other interventional procedures. For specific surgical and interventional cases, the photoacoustic imaging systems would ideally be miniaturized versions of the current systems available today, which would require additional innovations in sensing technology, image quality improvements, and modifications to current laser safety definitions, as discussed in more detail in [1].
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