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ABSTRACT
Conventional image discrimination tasks are performed

on fully observed images. In challenging real imaging sce-
narios, where sensing systems are energy demanding or need
to operate with limited bandwidth and exposure-time bud-
gets, or defective pixels, where the data collected often suffers
from missing information, and this makes the task extremely
hard. In this paper, we leverage Convolutional Neural Net-
works (CNNs) to extract information from partially observed
images. While pre-trained CNNs fail significantly even with
such a small percentage of the input missing, our proposed
framework demonstrates the ability to overcome it after train-
ing on fully-observed and partially-observed images at a few
observation ratios. We demonstrate that our method is in-
deed reconstruction-free, retraining-free and generalizable to
previously untrained-on observation ratios and it remains ef-
fective in two different visual tasks – image classification and
object detection. Our framework performs well even for test
images with only 10% of pixels available and outperforms the
reconstruct-then-classify pipeline in these challenging scenar-
ios for small observation fractions.

Index Terms— Deep Learning, Convolutional Neural
Networks, Compressed Measurements, Image Classification,
Object Detection

1. INTRODUCTION

In the era of big data, Convolutional Neural Networks (CNNs)
today have become one of the most powerful methods for vi-
sual tasks. They have achieved success in problems such as
image classification [1, 2, 3] and object detection [4]. Key to
the success is the ability to learn rich feature hierarchies [5] ,
with low-level features like edges and colors learned at lower
layers, which are combined together in the higher layers to
detect complex shapes and patterns in a fully-differentiable
end-to-end framework.

Traditionally, CNNs are trained on fully observed images.
However, in challenging real imaging scenarios sensing sys-
tems are often energy demanding or need to operate with lim-
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ited bandwidth and exposure-time budgets like in [6]. Or
exposed to high level noise in communication channels, the
collected data suffers from severe missing information. A de-
cision framework based on inference from partially observed
data is needed for more energy-efficient hardware system de-
sign and robust performance for noisy environment.

Compressed sensing (CS) theory [7, 8] guarantees the
exact recovery of signals at sub-Nyquist sampling rates with
sparsity assumptions. It provides theoretical foundations for
designing CS hardware systems and reconstructing signals
from compressed measurements [9]. Consequently, efficient
systems have been developed for generating compressed
measurements for demanding applications include under-
water sensing [10], drone-based imaging [11, 6], satellite
imaging [12], high-speed imaging [13, 14] and magnetic
resonance imaging [15].

However, CS entails the need for slow iterative algorithms
to perform recovery and/or inference on the sampled data. In
addition, CS methods do not scale to the sizes of training data
sets that the modern data deluge affords. To compensate for
these disadvantages, CNN-based approaches have been con-
sidered to deal with compressed measurements.

Reconstruction algorithms such as ReconNet [16], Deep-
Inverse [17] and classification algorithm [18] have shown
promising performances. However, in those cases the sam-
pling/sensing operators are assumed to be known, fixed a-
priori and tied to the particular neural network being trained.
In addition, they hinge on the availability of very specialized
hardware like a Digital micro-mirror (DMD) array in order to
allow efficient sensing implementations.

In this paper, we attempt to overcome these difficulties by
directly performing classification on partially observed mea-
surements. The test images here are various fraction of the
image scene’s pixels chosen randomly, which model mea-
surements from CS hardware and partial observations due
to noise. We demonstrate the sensitivity of pre-trained con-
volutional neural networks, which fail miserably with only
a small portion of missing pixels and propose a framework
to overcome it through making the network learn from fully-
observed and compressed images in the training procedure.
We also empirically verify that our approach generalizes to
unseen observation ratios without retraining the network.
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Fig. 1: Overview of our framework in image classification. During training, we input full images and images with missing pixel
ratios of .5, .25, .125 to a VGG16 [2] network. The test data to the network with partial observation ratio randomly generated
between (0, 1]

Our framework is low-cost, efficient, and hardware
friendly. It has several advantages: (i) Reconstruction-free in
discriminative applications; (ii) Robust to changes in the par-
tial observation mask; (iii) Retraining-free and generalizable
to test data with unseen partial observation ratios; (iv) Trans-
fers across visual tasks. (v) Efficiently deals with missing and
incomplete data as long as the label information is correct.

2. RELATED WORK

2.1. Reconstructing CS measurements via CNNs

The CS measurements y ∈ Rm of a signal x ∈ Rn, are gener-
ated using y = Φx with a smaller dimension than the signal
dimension, where the sensing matrix Φ ∈ Rm×n is a random
matrix [7]. Recent work such as ReconNet [16] and Deep-
Inverse [17] propose using CNNs to perform reconstruction
from CS measurements. In ReconNet [16], CNNs are then
employed to reconstruct the CS measurements of each image
block. All reconstructed blocks are then arranged and fed into
a denoiser. DeepInverse [17] on the other hand proposes us-
ing CNNs to learn the inverse transformation of Φ to invert
CS measurements y to signals x.

There are several drawbacks to either employing a recon-
struction algorithm before CNNs for partially-observed data
or incorporating the reconstruction network into the entire
framework. First, reconstruction is power-consuming. Sec-
ond, the reconstruction network does not generalize well for
test images with unseen and various partial observation ratios.

2.2. Classification on CS measurements using CNNs

To the best of our knowledge, the only work that proposes
a classification algorithm on CS measurements using CNNs
is [18]. Instead of reconstructing images from compressive

measurements y before feeding to CNNs, they perform a pro-
jection on the measurements ΦTy, and which is then resized
into the original image size. Their framework performs well
on MNIST and ImageNet with low measurement rates.

Their work demonstrates the promise of classification di-
rectly on CS Measurements using CNNs. However, the huge
disadvantage of this framework is that the sensing matrix Φ is
fixed. In several image sensing models, the sensing operation
of training data varies each time. Also, it does not generalize
to new unseen sampled data without re-training the network.

3. METHOD: EXTRACTING INFORMATION FROM
PARTIALLY OBSERVED IMAGES

We propose a framework to extract information from visual
data with an unknown fraction of pixels missing using CNNs,
without performing reconstruction or re-training the neural
network for every possible partial observation ratio.

We first generate partially observed training data corre-
sponding to k ratios between 0 and 1. In this paper, we use
the original fully-observed data, along with data observed at
three ratios of 0.5, 0.25 and 0.125. We then train neural net-
work with the enlarged training set. The ratio of the randomly
observed pixels in the testing data need not match the ratios
used during training, so as the random observation masks. An
overview of our framework in image classification is shown
in Figure 1.

In the image classification task, the neural network that we
use is the VGG-16 [2] network. Our proposed framework is
also tested on object detection, in which Faster-RCNN, based
on VGG-16 features, is employed.

401



(a) Averaged classification accuracies for VGG-
16 [2] network and our method denoted as VGG-
16-Ours

(b) Testing times on data for reconstruction
plus VGG-16 network (Recon+VGG-16) and our
reconstruction-free method

(c) Mean Average Precision(mAP) for Faster-
RCNN and our framework: Faster-RCNN-Ours

Fig. 2: (a) and (c) Classification accuracy and object detection performance for classical CNNs and ours with various partial
observation ratios. (b) Testing times for doing reconstruction algorithm vs ours with various observation ratios

Partial Observation Ratios 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 Random
VGG-16 0.93 0.51 0.21 0.12 0.11 0.11 0.11 0.11 0.12 0.13 0.19

VGG-16-Ours 0.81 0.81 0.81 0.80 0.80 0.80 0.80 0.79 0.77 0.71 0.76
Recon+VGG-16 0.93 0.93 0.93 0.92 0.91 0.89 0.86 0.79 0.65 0.35 -

Recon+VGG-16-Ours 0.81 0.81 0.81 0.81 0.81 0.80 0.80 0.78 0.74 0.62 -

Table 1: Averaged classification accuracies with various partial observationratios for four different methods: (i) VGG-16; (ii)
VGG-16-Ours; (iii) Recon+VGG-16: reconstruct first and then use VGG-16; and (iv) Recon+VGG-16-Ours: reconstruct first
and then use the network trained by our method. “Random” denotes the case that each test datum is randomly partially-observed
by a ratio generated from (0, 1] uniformly at random. The two dashes (−) in the last column denote that the experiments are
not preformed since the reconstruction method is not robust to unknown partial observation ratios.

4. EXPERIMENTS

In this section, we test with our method on two common vi-
sual tasks - image classification and object detection. For
image classification, we evaluate our network on the stan-
dard CIFAR-10 [19] dataset, while we use the Pascal-VOC
2007 [20] dataset for testing object detection.

4.1. Image Classification

The CIFAR-10 [19] dataset contains 60000 images equally
split between 10 object categories, with 50000 images marked
as training and 10000 as test. Each image has 32× 32 pixels.

We first train the VGG-16 CNN with default parameters
from [2] on the dataset with full images, and as we see from
Fig. 2a and Table 1, the classification accuracy is 0.93. We
call this model ‘VGG-16’ henceforth. However, testing it
on partially observed data, the classification accuracy drops
sharply. To remedy this, we retrain the VGG-16 CNN net-

work on full images as well as partially observed images. We
used SGD with momentum= 0.9, learning rate= 0.1, learn-
ing rate decay= 10−6, batch size= 128 for 250 epochs with
data augmentation through random translations, flips and ro-
tations. We noted that only three partial observation ratios
of 0.5, 0.25 and 0.125 were sufficient to ensure robustness to
such corruption as displayed in Fig. 2a. These three partial
observation ratios were chosen empirically as a trade-off be-
tween magnitude of training data required and robustness to
random missing. This is interesting, as it suggests the CNN
has learned to generalize to randomly missing data. We term
the network trained as such ‘VGG-16-Ours’ for purposes of
discussion.

We see from Fig. 2a and Table 1 that as as we miss more
data, performance degrades. However, even in the challeng-
ing scenario of having available a mere 10% of pixels, the
network is achieves a classification accuracy of 0.71.

In order to compare our solution with the standard
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paradigm of reconstruct-then-classify, we train a set of 9 de-
noising convolutional autoencoders on the CIFAR-10 dataset,
one for each partial observation ratio from 0.1, 0.2, ...0.9. We
then passed test images with each of those ratios being ob-
served through the corresponding autoencoder to reconstruct
it, and fed the output to a pre-trained VGG-16 network. We
term this experimental pipeline ’Recon+VGG-16’ and refer
to it as the same. As seen from the results in Table 1, this
pipeline outperforms VGG-16-Ours, trained to classify on
the partially-observed data directly at high observation ratios.
However, for the more challenging cases of 0.3., 0.2 and es-
pecially for the 0.1 case, VGG-16-Ours performs just as well
if not substantially better than the standard reconstruction
pipeline. Keeping our end-goal of sensing as little as we can
get away with in mind, our results suggest that discrimination
should be performed directly on the compressed data.

In addition, we also study the time required for the
Recon+VGG-16 processing pipeline versus VGG-16-Ours
in Fig. 2b. As both the networks are feed-forward neural
networks, they each process the data by repeatedly applying
basic arithmetic operations like multiplication, addition and
a simple non-linearity on the data, once trained. This means
testing performance for both pipelines is quite fast and the
room of improvement is small. However, we note that direct
classification on the compressed data is accomplished twice
as fast (taking only 2.78 seconds averaging across all partial
observation ratios) for classifying all 10000 test examples
in CIFAR-10 as compared to Recon+VGG-16 (which takes
6.42 seconds averaging across all partial observation ratios).
This obvious advantage stems from skipping the unnecessary
step of reconstruction, speeding up the imaging as well as
classification processes.

In order to better understand the behavior of VGG-16-
Ours, we also used it to classify compressed data after re-
construction. Interestingly, as the results in Table 1 confirm,
it would appear that the act of training VGG-16-Ours on par-
tially observed data as well (which we term ‘Recon+VGG-
16-Ours’ in the table) has made it more robust to perturba-
tions in the input space, leading to a much higher classifi-
cation performance in the challenging 0.1 observation ratio
case (obtaining 0.62 classification accuracy) versus just pass-
ing the partially-observed data through the convolutional au-
toencoder and classifying it using a VGG-16 network trained
only on fully-sampled data (yielding just 0.35 classification
accuracy). The reconstructed data from the autoencoder loses
a lot of high frequency information. This experiment sug-
gests that including data with various observatio ratios has
the added bonus of making a neural network robust to blur.

For the last column in Table 1, we randomly take a frac-
tion of pixels in each test image by an unknown fraction si ∈
(0, 1], and then passed the test images through VGG-16 and
VGG-16-Ours. As expected, VGG-16-Ours obtained a much
higher classification accuracy (a respectable 0.76, close to the
average of the accuracies on the different partial observation

ratios previously tested) on the test data than VGG-16 (0.19).
We did not run Recon+VGG-16 and Recon+VGG-16-Ours
experiments on this test set as the partial observation ratio
was not constrained to match with the 9 partial observation
ratios for which we had trained the autoencoders.

4.2. Object Detection

The Pascal VOC 2007 detection dataset [20] contains im-
ages corresponding to 20 different object categories as part
of various natural scenes, with close to 5000 images provided
for training and cross-validation, with approximately another
5000 provided for testing.

Aiming to understand if the phenomenon of CNNs learn-
ing to handle arbitrary partial observation ratios extends to
tasks besides object classification, we train a Faster RCNN
network on the Pascal VOC 2007 dataset for object detection.
We use the mean average precision (mAP) as our evalutaion
metric. Details for the measure are contained in the original
paper [4]. Similar to Section 4.1, we initially train the net-
work purely on fully-observed images. We term this trained
network ‘Faster-RCNN’. Then, we train another model with
the same Faster-RCNN architecture on the fully-observed im-
ages as well as partially-observed images at observation ratios
of 0.5, 0.25 and 0.125. We then tested both networks on ob-
ject detection from partially-observed test images of various
unseen partial observation ratios.

The results of the experiments are displayed in Fig. 2c.
We note the trends here mirror those of the classification
case, with Faster-RCNN’s performance dropping quickly in
the presence of random missing , while the performance of
Faster-RCNN-Ours remains much more stable. In addition,
we again observe that Faster-RCNN-Ours generalizes to un-
seen partial observation ratios here as well.

5. CONCLUSION

This paper presents an efficient, reconstruction-free training
paradigm to extract information from sparsely-sensed im-
ages, overcoming the sensitivity that CNNs naturally have
to such input mismatches. Moreover, the proposed method
generalizes to different, unseen, arbitrary partial observa-
tion ratios without retraining. Our method outperforms the
pre-trained CNNs and reconstruction-first-classify-later tech-
nique in challenging cases with small observation ratios.

Future work includes developing a neuron visualization
tool to better understand the differences in neurons learned
by such a network when compared to the ones in traditionally
trained CNNs. Investigation of the role of missing informa-
tion may play in making a network more robust to adversarial
interference is another interesting open question. Finally, ex-
tending our framework to handle missing/incomplete or par-
tially corrupted data and sensor failure is a possible future
research direction.
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